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Abstract: Variance processing methods in Fourier domain optical 
coherence tomography (FD-OCT) have enabled depth-resolved 
visualization of the capillary beds in the retina due to the development of 
imaging systems capable of acquiring A-scan data in the 100 kHz regime. 
However, acquisition of volumetric variance data sets still requires several 
seconds of acquisition time, even with high speed systems. Movement of 
the subject during this time span is sufficient to corrupt visualization of the 
vasculature. We demonstrate a method to eliminate motion artifacts in 
speckle variance FD-OCT images of the retinal vasculature by creating a 
composite image from multiple volumes of data acquired sequentially. 
Slight changes in the orientation of the subject’s eye relative to the optical 
system between acquired volumes may result in non-rigid warping of the 
image. Thus, we use a B-spline based free form deformation method to 
automatically register variance images from multiple volumes to obtain a 
motion-free composite image of the retinal vessels. We extend this 
technique to automatically mosaic individual vascular images into a 
widefield image of the retinal vasculature. 

©2013 Optical Society of America 

OCIS codes: (100.2980) Image enhancement; (170.4470) Ophthalmology; (170.4500) Optical 
coherence tomography. 

References and links 

1. S. Yazdanfar, A. M. Rollins, and J. A. Izatt, “Imaging and velocimetry of the human retinal circulation with color 
Doppler optical coherence tomography,” Opt. Lett. 25(19), 1448–1450 (2000). 

2. R. A. Leitgeb, L. Schmetterer, W. Drexler, A. F. Fercher, R. J. Zawadzki, and T. Bajraszewski, “Real-time 
assessment of retinal blood flow with ultrafast acquisition by color Doppler Fourier domain optical coherence 
tomography,” Opt. Express 11(23), 3116–3121 (2003). 

3. B. White, M. Pierce, N. Nassif, B. Cense, B. Park, G. Tearney, B. Bouma, T. Chen, and J. de Boer, “In vivo 
dynamic human retinal blood flow imaging using ultra-high-speed spectral domain optical coherence 
tomography,” Opt. Express 11(25), 3490–3497 (2003). 

4. L. Yu and Z. Chen, “Doppler variance imaging for three-dimensional retina and choroid angiography,” J. 
Biomed. Opt. 15(1), 016029 (2010). 

5. S. Makita, F. Jaillon, M. Yamanari, M. Miura, and Y. Yasuno, “Comprehensive in vivo micro-vascular imaging 
of the human eye by dual-beam-scan Doppler optical coherence angiography,” Opt. Express 19(2), 1271–1283 
(2011). 

6. B. Baumann, B. Potsaid, M. F. Kraus, J. J. Liu, D. Huang, J. Hornegger, A. E. Cable, J. S. Duker, and J. G. 
Fujimoto, “Total retinal blood flow measurement with ultrahigh speed swept source/Fourier domain OCT,” 
Biomed. Opt. Express 2(6), 1539–1552 (2011). 

7. Y. Wang, B. A. Bower, J. A. Izatt, O. Tan, and D. Huang, “Retinal blood flow measurement by circumpapillary 
Fourier domain Doppler optical coherence tomography,” J. Biomed. Opt. 13(6), 064003 (2008). 

8. C. D. Hart, M. D. Sanders, and S. J. H. Miller, “Benign retinal vasculitis: clinical and fluorescein angiographic 
study,” Br. J. Ophthalmol. 55(11), 721–733 (1971). 

#187382 - $15.00 USD Received 19 Mar 2013; revised 25 Apr 2013; accepted 27 Apr 2013; published 7 May 2013
(C) 2013 OSA 1 June 2013 | Vol. 4,  No. 6 | DOI:10.1364/BOE.4.000803 | BIOMEDICAL OPTICS EXPRESS  803



9. J. S. Slakter, L. A. Yannuzzi, U. Schneider, J. A. Sorenson, A. Ciardella, D. R. Guyer, R. F. Spaide, K. B. 
Freund, and D. A. Orlock, “Retinal choroidal anastomoses and occult choroidal neovascularization in age-related 
macular degeneration,” Ophthalmology 107(4), 742–753 (2000). 

10. A. F. Fercher and J. D. Briers, “Flow visualization by means of single-exposure speckle photography,” Opt. 
Commun. 37(5), 326–330 (1981). 

11. L. Kagemann, A. Harris, H. S. Chung, D. Evans, S. Buck, and B. Martin, “Heidelberg retinal flowmetry: factors 
affecting blood flow measurement,” Br. J. Ophthalmol. 82(2), 131–136 (1998). 

12. G. Landa, A. A. Jangi, P. M. Garcia, and R. B. Rosen, “Initial report of quantification of retinal blood flow 
velocity in normal human subjects using the Retinal Functional Imager (RFI),” Int. Ophthalmol. 32(3), 211–215 
(2012). 

13. J. Tam, J. A. Martin, and A. Roorda, “Noninvasive visualization and analysis of parafoveal capillaries in 
humans,” Invest. Ophthalmol. Vis. Sci. 51(3), 1691–1698 (2010). 

14. M. Iwasaki and H. Inomata, “Relation between superficial capillaries and foveal structures in the human retina,” 
Invest. Ophthalmol. Vis. Sci. 27(12), 1698–1705 (1986). 

15. R. F. Gariano and T. W. Gardner, “Retinal angiogenesis in development and disease,” Nature 438(7070), 960–
966 (2005). 

16. R. K. Wang, L. An, P. Francis, and D. J. Wilson, “Depth-resolved imaging of capillary networks in retina and 
choroid using ultrahigh sensitive optical microangiography,” Opt. Lett. 35(9), 1467–1469 (2010). 

17. I. Grulkowski, I. Gorczynska, M. Szkulmowski, D. Szlag, A. Szkulmowska, R. A. Leitgeb, A. Kowalczyk, and 
M. Wojtkowski, “Scanning protocols dedicated to smart velocity ranging in spectral OCT,” Opt. Express 17(26), 
23736–23754 (2009). 

18. A. Mariampillai, B. A. Standish, E. H. Moriyama, M. Khurana, N. R. Munce, M. K. K. Leung, J. Jiang, A. Cable, 
B. C. Wilson, I. A. Vitkin, and V. X. D. Yang, “Speckle variance detection of microvasculature using swept-
source optical coherence tomography,” Opt. Lett. 33(13), 1530–1532 (2008). 

19. D. Y. Kim, J. Fingler, J. S. Werner, D. M. Schwartz, S. E. Fraser, and R. J. Zawadzki, “In vivo volumetric 
imaging of human retinal circulation with phase-variance optical coherence tomography,” Biomed. Opt. Express 
2(6), 1504–1513 (2011). 

20. S. Makita, Y. Hong, M. Yamanari, T. Yatagai, and Y. Yasuno, “Optical coherence angiography,” Opt. Express 
14(17), 7821–7840 (2006). 

21. Y. Jia, J. C. Morrison, J. Tokayer, O. Tan, L. Lombardi, B. Baumann, C. D. Lu, W. Choi, J. G. Fujimoto, and D. 
Huang, “Quantitative OCT angiography of optic nerve head blood flow,” Biomed. Opt. Express 3(12), 3127–
3137 (2012). 

22. S. Martinez-Conde, S. L. Macknik, and D. H. Hubel, “The role of fixational eye movements in visual 
perception,” Nat. Rev. Neurosci. 5(3), 229–240 (2004). 

23. A. Podoleanu, I. Charalambous, L. Plesea, A. Dogariu, and R. Rosen, “Correction of distortions in optical 
coherence tomography imaging of the eye,” Phys. Med. Biol. 49(7), 1277–1294 (2004). 

24. E. A. Swanson, J. A. Izatt, M. R. Hee, D. Huang, C. P. Lin, J. S. Schuman, C. A. Puliafito, and J. G. Fujimoto, 
“In vivo retinal imaging by optical coherence tomography,” Opt. Lett. 18(21), 1864–1866 (1993). 

25. A. Kuo, C. Toth, and J. Izatt, “Spatial correction of retinal SDOCT images to reflect expected ocular curvature,” 
presented at the Association for Research in Vision and Ophthalmology (2011). 

26. R. J. Zawadzki, A. R. Fuller, S. S. Choi, D. F. Wiley, B. Hamann, and J. S. Werner, “Correction of motion 
artifacts and scanning beam distortions in 3D ophthalmic optical coherence tomography imaging,” Proc. SPIE 
6426, 642607 (2007). 

27. B. Potsaid, I. Gorczynska, V. J. Srinivasan, Y. Chen, J. Jiang, A. Cable, and J. G. Fujimoto, “Ultrahigh speed 
spectral / Fourier domain OCT ophthalmic imaging at 70,000 to 312,500 axial scans per second,” Opt. Express 
16(19), 15149–15169 (2008). 

28. M. D. Robinson, S. J. Chiu, C. A. Toth, J. Izatt, J. Y. Lo, and S. Farsiu, “Novel applications of super-resolution 
in medical imaging,” in Super-Resolution Imaging, P. Milanfar, ed. (CRC Press, 2010), pp. 383–412. 

29. M. F. Kraus, B. Potsaid, M. A. Mayer, R. Bock, B. Baumann, J. J. Liu, J. Hornegger, and J. G. Fujimoto, 
“Motion correction in optical coherence tomography volumes on a per A-scan basis using orthogonal scan 
patterns,” Biomed. Opt. Express 3(6), 1182–1199 (2012). 

30. X. Song, R. Estrada, S. J. Chiu, A.-H. Dhalla, C. A. Toth, J. A. Izatt, and S. Farsiu, “Segmentation-based 
registration of retinal optical coherence tomography images with pathology,” Invest. Ophthalmol. Vis. Sci. 52, 
1309 (2011). 

31. D. X. Hammer, R. D. Ferguson, J. C. Magill, M. A. White, A. E. Elsner, and R. H. Webb, “Compact scanning 
laser ophthalmoscope with high-speed retinal tracker,” Appl. Opt. 42(22), 4621–4632 (2003). 

32. S. B. Stevenson and A. Roorda, “Correcting for miniature eye movements in high resolution scanning laser 
ophthalmoscopy,” Proc. SPIE 5688, 145–151 (2005). 

33. S. Ricco, M. Chen, H. Ishikawa, G. Wollstein, and J. Schuman, “Correcting motion artifacts in retinal spectral 
domain optical coherence tomography via image registration,” in Medical Image Computing and Computer-
Assisted Intervention-MICCAI (Springer, 2009), pp. 100–107. 

34. B. Braaf, K. V. Vienola, C. K. Sheehy, Q. Yang, K. A. Vermeer, P. Tiruveedhula, D. W. Arathorn, A. Roorda, 
and J. F. de Boer, “Real-time eye motion correction in phase-resolved OCT angiography with tracking SLO,” 
Biomed. Opt. Express 4(1), 51–65 (2013). 

35. Y. Li, G. Gregori, B. L. Lam, and P. J. Rosenfeld, “Automatic montage of SD-OCT data sets,” Opt. Express 
19(27), 26239–26248 (2011). 

36. D. Rueckert, L. I. Sonoda, C. Hayes, D. L. Hill, M. O. Leach, and D. J. Hawkes, “Nonrigid registration using 
free-form deformations: application to breast MR images,” IEEE Trans. Med. Imaging 18(8), 712–721 (1999). 

#187382 - $15.00 USD Received 19 Mar 2013; revised 25 Apr 2013; accepted 27 Apr 2013; published 7 May 2013
(C) 2013 OSA 1 June 2013 | Vol. 4,  No. 6 | DOI:10.1364/BOE.4.000803 | BIOMEDICAL OPTICS EXPRESS  804



37. Occupational Safety and Health Administration, “Maximum permissible exposure limits ANSI Z 136.1,” in 
Lasar Hazards (1999). 

38. L. G. Brown, “A survey of image registration techniques,” ACM Comput. Surv. 24(4), 325–376 (1992). 
39. S. J. Chiu, X. T. Li, P. Nicholas, C. A. Toth, J. A. Izatt, and S. Farsiu, “Automatic segmentation of seven retinal 

layers in SDOCT images congruent with expert manual segmentation,” Opt. Express 18(18), 19413–19428 
(2010). 

40. R. Estrada, C. Tomasi, M. T. Cabrera, D. K. Wallace, S. F. Freedman, and S. Farsiu, “Enhanced video indirect 
ophthalmoscopy (VIO) via robust mosaicing,” Biomed. Opt. Express 2(10), 2871–2887 (2011). 

41. M. Guizar-Sicairos, S. T. Thurman, and J. R. Fienup, “Efficient subpixel image registration algorithms,” Opt. 
Lett. 33(2), 156–158 (2008). 

42. S. Lee, G. Wolberg, and S. Y. Shin, “Scattered data interpolation with multilevel B-splines,” IEEE Trans. Vis. 
Comput. Graph. 3(3), 228–244 (1997). 

43. K. Kurokawa, K. Sasaki, S. Makita, Y.-J. Hong, and Y. Yasuno, “Three-dimensional retinal and choroidal 
capillary imaging by power Doppler optical coherence angiography with adaptive optics,” Opt. Express 20(20), 
22796–22812 (2012). 

44. K. Zhang and J. U. Kang, “Real-time 4D signal processing and visualization using graphics processing unit on a 
regular nonlinear-k Fourier-domain OCT system,” Opt. Express 18(11), 11772–11784 (2010). 

45. J. Li, P. Bloch, J. Xu, M. V. Sarunic, and L. Shannon, “Performance and scalability of Fourier domain optical 
coherence tomography acceleration using graphics processing units,” Appl. Opt. 50(13), 1832–1838 (2011). 

46. S. Farsiu, M. Elad, and P. Milanfar, “Constrained, globally optimal, multi-frame motion estimation,” in IEEE/SP 
13th Workshop on Statistical Signal Processing (2005), pp. 1396–1401. 

47. D. Robinson, S. Farsiu, and P. Milanfar, “Optimal registration of aliased images using variable projection with 
applications to super-resolution,” Comput. J. 52(1), 31–42 (2008). 

48. M. D. Robinson, C. A. Toth, J. Y. Lo, and S. Farsiu, “Efficient Fourier-wavelet super-resolution,” IEEE Trans. 
Image Process. 19(10), 2669–2681 (2010). 

1. Introduction 

The primary clinical application of optical coherence tomography (OCT) to date is in retinal 
imaging. While being used mainly as a diagnostic tool for examining the morphology of the 
retina, advances have been made in extending the use of OCT to image functional properties, 
such as blood flow. Doppler OCT has been used to measure blood flow in the vasculature [1–
6], providing a means to detect the total amount of blood flowing into and out of the inner 
retina by using either circumpapillary [7] or angle-independent scanning methods [6]. 
However, the information gained from retinal Doppler measurements has not yet been 
translated to clinical value. Angiography techniques such as fluorescein [8] and indocyanine 
green angiography [9] allow for detection of areas of vascular perfusion and have a 
demonstrated clinical utility. However, these methods require the injection of dyes into the 
patient bloodstream that could cause potential discomfort and possible allergic reactions. Non-
invasive optical methods have been developed to image the retinal vasculature. Laser speckle 
imaging demonstrated the ability to image retinal vessels due to changes in the speckle pattern 
of moving blood cells [10]. Commercially available systems such as the Heidelberg Retinal 
Flowmeter [11] or the Retinal Function Imager [12] enable imaging and quantification of 
retinal flow. Adaptive optics scanning laser ophthalmoscopy has been used to image retinal 
capillaries but only over a very limited field of view [13]. However, these imaging modalities 
are inherently two-dimensional and lack the ability to visualize the location of the vessels in 
depth. The inner retina is perfused by several distinct vessel beds that lie predominantly in the 
ganglion cell layer and at the inner and outer borders of the inner nuclear layer [14]. These 
layers contain distinct vasculature that is responsible for the perfusion of the inner retinal 
tissues to provide nutrients to meet their metabolic demands. The ability to resolve each of 
these layers in depth could improve understanding of the onset and development of retinal 
diseases that may affect each vascular bed [15]. 

Recent advances in FDOCT technology have produced methods including optical 
microangiography [16], joint time-spectral OCT [17], speckle and phase variance imaging 
[18,19], and power or variance Doppler techniques [4,20] that enable non-invasive capillary 
level detection of the retinal vasculature. Recently, a method quantifying the level of 
perfusion based on the vessel density has been demonstrated [21]. The use of increasingly 
high-speed systems has allowed these methods to overcome the effects of capillary blurring 
due to subject motion during acquisition of densely sampled B-scans. However, acquiring 
volume data sets still requires several seconds of imaging time, even with high-speed systems. 

#187382 - $15.00 USD Received 19 Mar 2013; revised 25 Apr 2013; accepted 27 Apr 2013; published 7 May 2013
(C) 2013 OSA 1 June 2013 | Vol. 4,  No. 6 | DOI:10.1364/BOE.4.000803 | BIOMEDICAL OPTICS EXPRESS  805



For even normal subjects, stable fixation is difficult to achieve over the time course of data 
acquisition, and motion artifacts corrupt the visualization of portions of the data in a given 
volume. Eye motion during data acquisition can manifest as a slow shift in gaze (drift), high 
frequency involuntary motions (tremor), or rapid eye movements (saccades) [22]. Subject eye 
motion results in discontinuities in OCT images, and saccades appear very prominently as 
streaks along the fast scan axis in angiography data sets due to the high amount of subject 
motion between successive B-scans, as shown in Fig. 1. 

 

Fig. 1. Example of retinal motion artifacts in speckle variance OCT data sets. Two volumes 
acquired from the same subject at different times show horizontal streaks along the fast scan 
axis due to subject motion. 

Additionally, the effects of motion artifacts in retinal imaging produce not only simple 
discontinuities throughout the image, but also distortions and image warping in features of 
interest [23]. Retinal OCT systems are typically designed to scan a collimated beam through a 
pivot location at the center of the pupil of the eye [24]. Changes in the orientation of the 
subject’s eye relative to the scanning optics may cause the sample beam to pass through the 
pupil at different positions or angles, resulting in slight differences in the appearance of 
structures, such as blood vessels, from one volume to another. Similar types of distortion are 
also responsible for differences between OCT B-scans in the apparent curvature of the retina, 
which in some cases may appear flat while in other cases will have either a concave or even a 
convex curve to the tissue structure [25]. These distortions could render rigid transformations 
insufficient to register images of the microvasculature in the retina from different volumes. 

Axial motion artifacts are commonly corrected by using cross-correlation methods and 
rigid translations of each B-scan [24,26] or through acquisition of orthogonal B-scans to aid 
alignment by providing a slow scan axis reference frame with no axial motion [27]. However, 
these methods do not correct for lateral motion artifacts. To address this problem, early 
methods proposed capturing several fast sparse scans, detecting and removing the scans 
affected by lateral motion artifacts, and fusing the artifact-free scans [28]. However, this 
approach required long image acquisition times because full data sets corrupted by lateral 
motion were discarded. Another correction method used orthogonal scan patterns to obtain 
data sets containing uncorrelated motion and subsequently reconstructed a motion-free image 
by combining information from both data sets [29,30] but required heavy computational 
power to register even two images. A scanning laser ophthalmoscope (SLO) may be used for 
retinal tracking [31,32], and other motion correction methods for OCT use the addition of an 
SLO system to either acquire a reference SLO image [33] or to rescan regions of the volume 
that suffered from motion [34]. Such systems, however, have greatly added complexity due to 
the additional instrumentation needed. An additional consideration is that slight changes in a 
subject’s gaze and positioning of the optics relative to the pupil can result in slight warping 
effects in each data set, making it difficult to register images with rigid transformations. 
Automated mosaicing has been carried out using rigid transforms of the intensity projection 
data with OCT [35] but did not correct for motion or image warping and has not been applied 
to images of the microvasculature. 
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It has been demonstrated in other medical imaging modalities that a free-form deformation 
(FFD) model may account for non-rigid distortions when registering multiple data sets 
acquired at different points in time [36]. Here, we present an automated post-processing 
technique to remove motion artifacts in speckle variance data sets of the retinal vasculature 
using localized deformation of the vessel structure to align and register multiple volumes. By 
using multiple data sets, motion artifacts may appear at different locations in different 
volumes, as shown in Fig. 1. A motion-free composite image can be constructed by stitching 
together uncorrupted image segments from each data set. Orthogonally scanned volumes may 
also be acquired to ensure decorrelated motion artifacts between the different volumes. Using 
automated segmentation of the retinal layers, the motion correction can be applied to each 
retinal layer to create images of each of the major vasculature beds in the inner retina that are 
free of motion artifacts. We also extend the method to automated widefield mosaicing of 
smaller volumes acquired over a larger retinal surface area. 

2. System description 

A high speed retinal OCT system shown in Fig. 2 was built using a commercial swept-source 
laser (Axsun, λo = 1060 nm, Δλ = 100 nm, 100 kHz repetition rate) with 1.8 mW incident at 
the pupil of the eye in compliance with the ANSI maximum permissible exposure limit [37]. 
A fiber Bragg grating (λo = 989 nm, Δλ = 0.042 nm) was used to trigger the acquisition of 
every A-scan to ensure phase stability from one A-scan to the next and to allow for removal of 
fixed-frequency artifacts. A retinal scanning system consisting of imaging lenses and an X-Y 
galvanometer pair was used in the sample arm. A fixation target was provided with an LCD 
display to direct the subject’s gaze during imaging sessions. A balanced detection scheme was 
used to reduce relative intensity noise. Human volunteers were consented and imaged in 
accordance with institutional review board approval and the declaration of Helsinki. 

 

Fig. 2. System schematic of the swept-source optical coherence tomography retinal scanner. 

Data sets consisted of a 2.5 × 2.5 mm volume scan with 300 A-scans/B-scan, 3 repeated 
B-scans, and 300 unique B-scan positions, thus yielding a total of 900 B-scans in each 
volume. This yielded a lateral sample spacing of 8.3 μm in both scan dimensions. For 
scanning stability, 75 A-scans were added to each B-scan to allow for flyback and 
repositioning of the fast galvo, yielding a B-scan time of 3.75 ms and a duty cycle of 80% 
with a total volume acquisition time of 3.4 s. Multiple data sets were acquired from each 
subject, and half the volumes were oriented with the fast scan axis along X and the other half 
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oriented along Y. Each B-scan within a volume was axially registered using cross-correlation 
with the previous frame to account for subject motion along the axis of the imaging beam 
[38]. For each set of 3 repeated B-scans, the magnitude data after Fourier transformation was 
averaged to improve the image SNR. The variance was computed across the 3 repeated B-
scans at each location [18], resulting in 300 variance B-scans. 

3. Automated image registration procedure 

This section describes the method implemented for performing automated image registration 
for motion correction using multiple speckle variance OCT data sets. The main retinal feature 
used to guide the registration algorithm is the vascular network. Speckle variance data have 
greater vessel contrast compared to the reflectance data, which show greater contrast between 
the retinal layers. Thus, the reflectance OCT B-scans were used to segment the retina into 
distinct layers while the registration process operated on the variance images. In this section, 
we first describe image segmentation methods to create images of the distinct vasculature of 
each retinal layer. Next we describe the process used to detect motion and divide each 
projection image into motion-free strips. We then describe additional image filtering followed 
by our global-local registration method and final composite image creation. Figure 3 shows an 
overview of the steps used to create a motion-free composite image of the retinal vasculature. 

 

Fig. 3. Diagram of image registration steps. 

3.1 Image segmentation 

Image segmentation enables division of the retina into layered regions corresponding to the 
different vascular beds of interest. Variance data sets were collected from the right eye of each 
subject according to the imaging protocol discussed above, and equal numbers of data sets 
with scan priorities on the X- and Y-axis were acquired and processed. The averaged intensity 
B-scans were then automatically segmented to detect 8 boundaries corresponding to 7 distinct 
retinal layers [39]. Three additional boundaries were created relative to the automatically 
segmented inner nuclear layer (INL), with the added boundaries positioned at the center and at 
16 µm anterior and posterior to the INL. The size of these boundary regions was chosen to 
ensure that the capillary plexuses were fully captured in the SVPs. All boundaries were 
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constrained so as not to cross neighboring boundaries near the fovea where the retinal layers 
merge together. 

Summed volume projections (SVPs) were automatically created for each of the retinal 
layers from the variance B-scans using the segmentation data obtained from the averaged 
intensity B-scans. An example of the segmentation and layer specific SVP creation from a 
sample volume data set is shown in Fig. 4. The SVP corresponding to the ganglion cell plexus 
was created by summing the variance B-scans over the ganglion cell + inner plexiform layer 
(GCL + IPL in Fig. 4B). At the INL junctions, 2 SVPs were created spanning 16 µm above 
the INL to the mid-point of the INL (superficial capillary plexus) and from the mid-point of 
the INL to 16 µm below the INL (deep capillary plexus). Image registration was performed on 
the SVPs of the ganglion cell plexus to take advantage of the larger vessels located there, 
which were helpful in image alignment. The transform parameters were then applied directly 
to the SVPs of the superficial (IPL-INL junction) and deep (INL-OPL junction) capillary 
plexuses. 

 

Fig. 4. Automatic segmentation of retinal layers and corresponding variance SVPs. (A) 
Automated segmentation of 7 retinal layers according to [39]. NFL: Nerve Fiber Layer, GCL + 
IPL: Ganglion Cell Layer + Inner Plexiform Layer, INL: Inner Nuclear Layer, OPL: Outer 
Plexiform Layer, ONL: Outer Nuclear Layer, OS: Outer Segments, RPE: Retinal Pigment 
Epithelium. (B) Expanded view of the inner retina from (A). Dashed lines indicate added 
boundaries used to create SVPs of the vascular beds in the GCL + IPL, IPL-INL and INL-OPL 
junction. Boundaries were created at 16 µm above (green dash), in the middle (red dash), and 
16 µm below (yellow dash) the INL. (C) SVPs of each segmented retinal layer. The GCL + IPL 
(green), IPL-INL (red), and INL-OPL (yellow) contain the distinct vessel layers of interest and 
correspond to the shaded regions in (B). The choroid image was summed over a depth of 30 
µm below the choroid boundary. Each SVP was 2.5 × 2.5 mm in size. 

3.2 Motion detection and image sub-division 

We first detected the location of the motion artifacts in each SVP by summing each 2D image 
along the fast scan axis to create a 1D projection that was normalized according to the mean 
of the projection. B-scans that were affected by motion resulted in a higher variance across 
nearly all the pixels corresponding to tissue structure in a variance B-scan. An intensity 
threshold for values greater than 2.5 times the mean was used to detect points in the 1D 
projection with a high variance, thus indicating a B-scan that suffered from motion artifacts. 
This threshold value was determined empirically from data acquired in 2 different subjects 
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and was found to be sufficient for detecting motion artifacts. Each variance SVP was then 
divided at the location of the detected motion, yielding a sequence of strips that were free of 
motion artifacts. Image strips that were below a threshold size (< 25 B-scans in width) were 
discarded, as the amount of information contained within would be too small for accurate 
registration. Combining information from multiple volumes allowed for recovery of 
information over the entire retinal area scanned without the need for additional interpolation. 
Histogram equalization was applied to each strip to normalize intensity differences between 
variance B-scans. An example of this procedure is shown in Fig. 5. Thus, for all volumes 
acquired at the same retinal location, a total of N image strips of the GCL + IPL were created 
for registration. The SVPs from the IPL-INL and INL-OPL junctions were also divided at the 
same locations as the images of the GCL + IPL. 

 

Fig. 5. Example of image sub-division at locations of motion artifacts. Image strips on right 
have undergone histogram equalization to remove slight intensity differences between B-scans. 

3.3 Gabor filtering 

Gabor filtering enabled enhanced visualization and contrast of the retinal vascular network. A 
Gabor filter is a Gaussian filter modulated by a cosinusoid that acts as a directional low-pass 
filter and can be used to enhance connectivity in images of the vasculature [40]. The standard 
form of the Gabor filter is given by 
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In the above equations, mx and my are the spatial coordinates of each point in the Gabor kernel 
of size m × m, θ is the angle of orientation of the filter, ν defines the spatial frequency of the 
filter, and σx and σy are the standard deviations of the Gaussian factor in the x and y 
dimensions. The filter is convolved with the image using varying values of θ and yields a 
maximum response at each pixel when the filter is aligned locally with the vessels in the 
image. Keeping the maximum response at each pixel allows for enhanced contrast of the 
vessels and reduction of background noise. Additionally, to attain the multiresolution 
property, the size of the Gabor kernel was increased k times, as smaller kernels give a better 
response to capillaries while larger kernels enhance the response to the larger vessels. 
Summing the responses of each Gabor kernel yielded images where both capillaries and larger 
arterioles and venules were preserved. The operation for multiresolution Gabor filtering the 
nth image strip fn(x,y) is expressed in Eq. (3): 
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k

g x y f x y h m m
θ

θ = ⊗    (3) 

where ⊗  is the convolution operator. The parameters for the Gabor filter were empirically 
chosen to give the optimum response in the images shown. For our data, 10 equally spaced 
angle orientations were used, and the filter kernel was varied in size from 5 × 5 to 50 × 50 
pixels with σx = σy due to the equal sampling in the x and y dimensions of the image. Gabor 
filtering was applied to each motion-free strip after motion detection and image sub-division. 
The Gabor images were cropped by 5 pixels on all sides to avoid edge effects of the filter. An 
example of Gabor filtering using these parameters of a representative vascular image strip is 
shown in Fig. 6. Gabor filters were applied to the images of the vasculature at each depth. 

 

Fig. 6. Example of multiresolution Gabor filtering on speckle variance image of retinal vessels. 

3.4 Global registration 

In order to perform accurate registration of the vasculature, correct global placement of each 
strip relative to a starting reference image was required. All image strips were zero padded to 
ensure sufficient ability to register and place each strip in a composite image. In our data sets, 
each SVP was 300 × 300 pixels and were zero padded to 400 × 400 pixels. A binary mask, 
bn(x,y), that was equal in size to each image strip, gn(x,y) was created and similarly zero 
padded. Each bn was transformed using the same parameters as its corresponding gn. The 
largest image strip was chosen as the starting reference template, gr(x,y), with its binary mask 
br(x,y). The largest gn(x,y) orthogonal to the reference was then shifted according to its initial 
position in its respective SVP. This assumed that the subject was able to re-fixate on the same 
location after any involuntary motion. To relax that assumption, an additional global x-y 
translation of gn(x,y) was determined by maximizing the correlation between gr and gn [38,41]. 
A binary mask, described in Eq. (4), provided a simple method to constrain the correlation 
calculation to use only the portion of the image strip that overlapped the reference, which 
helped to ensure that only sections of the image that contained the same vasculature were used 
to determine the registration. The effects of noise on the registration were reduced through 
Gabor filtering. 
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Next, a 2D Fourier transform of gr and gn was taken over the regions of overlap. 
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Gr(u,v) and Gn(u,v) are the 2D fast Fourier transforms (fft) of gr(x,y) and the nth image strip, 
gn(x,y), respectively, with spatial frequencies u and v. Multiplying Gr with the conjugate of Gn 
and taking an inverse Fourier transform yielded a discrete pixel shift (Δxmax, Δymax) in the 
image that maximized the correlation. 

 { }*
max max( , ) max ( ( , ) ( , ) .r nCC x y ifft G u v G u vΔ Δ =   (6) 
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This resulted in a translated image. 

 ( , ) ( , ).n ng x y g x x y y→ + Δ + Δ   (7) 

An example of this global strip registration is shown in Fig. 7 in the middle column. 

 

Fig. 7. Examples of image registration process. Top row shows images after global and local 
registration. Bottom row shows magnification of the region within the red box on each of the 
top images. Yellow arrows point out several vessels that show improved registration after free 
form deformation. 

3.5 Local optimization 

Due to geometrical distortions in images between different volumes, local deformation of the 
image of the vasculature was required to properly align vessels of different sizes. Following 
the initial global image placement and orthogonal registration, gn(x + Δx,y + Δy) was locally 
registered to gr(x,y). Free-form deformation (FFD) of the images was carried out using a 
spline-based registration algorithm based on Rueckert, et al. [36], which uses a cubic B-spline 
basis to transform an image using a set of control points distributed over the image. B-splines 
are useful for producing smooth and continuous non-rigid deformations over an image surface 
[42]. Given a set of control points, φi,j, with px × py equally spaced points, the B-spline 
transformation for each pixel in an image can be described as [36] 
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and provide weights for interpolating each pixel in gn(x,y) to a new location, g’n(x’,y’), based 
on the shift of each local control point in φ. A bilinear interpolation method was then used to 
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compute the new intensity values at each pixel based on the deformation of gn according to 
T(x,y). 

 ' ( ', ') ( ( , )).n ng x y T g x x y y= + Δ + Δ   (10) 

The optimal T(x,y) was found by iteratively adjusting φ using a gradient descent method [36] 
that minimized the sum of the squared differences between gr(x,y) and g’

n(x + Δx,y + Δy). 
To locally register gn(x + Δx,y + Δy) to gr(x,y), the area of their overlap after global 

registration was detected using their binary masks in a similar manner as described for global 
correlation, and registration was performed using only this region. Using only portions of the 
images that overlapped helped to ensure a reasonable FFD transformation by removing areas 
that should not be expected to merge with the reference image. A multi-scale approach was 
used to refine an initial spline registration control grid of 4 × 4 points to a final grid of 20 × 20 
points. Regions of gn(x + Δx,y + Δy) that did not overlap with the reference were constrained 
against deformation. An example of the result of FFD registration is seen in Fig. 7 in the right 
most column. 

3.6 Composite image generation 

A new composite reference image was created after the global and local registration of each 
individual strip. The images gr and g’n were summed together, and pixels with non-zero 
contributions from both images were averaged and equally weighted. This resulted in a new 
reference image that was used to register gn + 1, and the steps from Sections 3.4 and 3.5 were 
repeated. Once all gn(x,y) had been registered, the final reference image yielded the motion 
corrected SVP of the retinal vasculature. The transform parameters at each step obtained from 
using the GCL + IPL images were extracted and applied to the image strips from the retinal 
layers of the IPL-INL and INL-OPL junctions. Images of the 3 distinct vascular beds were 
also combined into a single color encoded depth image by writing the intensity values for each 
layer to a different RGB channel. Pixels in the resulting image with values from multiple 
color channels revealed regions with overlapping vasculature from different retinal layers. 

4. Automated widefield mosaicing 

The previous processing steps allow for registration of multiple volumes acquired over the 
same area of the retina in order to correct for motion artifacts. An extension of these methods 
is applicable to automatically register images acquired over different areas of the retina to 
form a widefield mosaic. The steps below outline the process for automated widefield 
mosaicing. 

4.1 Data acquisition and initial motion correction 

Data was collected at N different locations of the retina around the foveal avascular zone. 
Locations for patient fixation were chosen to ensure approximately 50% lateral overlap 
between data sets. At each location, the same acquisition protocol as in Section 3.1 was used, 
with two X and two Y oriented volumes acquired at each region. After acquisition, all data 
sets were processed as described in Section 3 with motion-free composites of the GCL + IPL, 
IPL-INL, and INL-OPL layers created at each distinct retinal location. Images from the 
ganglion cell plexus were used to compute the image transforms for widefield mosaic 
registration. Here, In(x,y) will denote the nth motion-corrected GCL + IPL image. The motion 
corrected image corresponding to the first region of the retina that was imaged served as the 
initial reference frame, Ir(x,y), for building up a mosaic. The remaining motion corrected 
images were registered in the order in which the retinal areas were imaged. This ensured that 
each image would overlap with preceding data sets in the mosaic, although the amount and 
location of the overlap were unknown. The transform parameters could then be applied to 
SVPs of the other retinal layers to provide layer specific widefield mosaics of each vascular 
bed. 
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4.2 Global registration 

In(x,y) was registered to Ir(x,y) using image correlation in a manner similar to that described in 
Section 3.4. The images were registered in the order of acquisition and so were guaranteed to 
overlap with previous images. However, because the exact location of In(x,y) relative to Ir(x,y) 
was unknown, the following process was used to determine a global registration. Binary 
masks 150 × 150 pixels in size were used to perform a windowed correlation of segments 
from In(x,y) with segments from Ir(x,y). Each mask was iteratively and independently shifted 
over each image, and the correlation was calculated over the windowed regions of each image 
in order to find the optimum image position for In(x,y). The correlation yielding the maximum 
peak was used to compute the appropriate x-y translation for In(x,y). 

4.3 Local registration 

After global image placement, the free form deformation method used in Section 3.5 was 
applied to register each image to the current reference mosaic. A similar method of 
constraining the FFD to operate on regions of overlap between the two images was used. 

4.4 Mosaic generation 

After each iteration, Ir(x,y) was updated with the current image and used as the new template 
for In + 1(x,y). Ir(x,y) was updated by averaging the contributions of all In(x,y) to each pixel in 
the mosaic in a similar manner to the image composite generated in Section 3.6. The steps in 
Sections 4.2 and 4.3 were repeated for all N images. This resulted in the final motion-
corrected widefield mosaic of the ganglion cell plexus. The same image transform parameters 
were then applied to the SVPs generated from other retinal layers to produce widefield images 
of the IPL-INL and INL-OPL junctions. A color encoded depth widefield image was also 
created in a manner similar to that described in Section 3.6 using the widefield mosaics of the 
3 retinal layers. 

5. Results 

5.1 Automated motion artifact correction 

Multiple data sets acquired from a healthy 27-year-old human volunteer are shown in Fig. 8. 
This data set was used to determine the parameters for motion detection, Gabor filtering, and 
registration in all subsequent data sets. Two X-fast and two Y-fast volumes were acquired, 
and the SVPs from each layer show evidence of motion artifacts in all volumes. Running the 
registration algorithm from Section 3 resulted in motion-free composite images for each layer, 
shown on the right of Fig. 8. An enlarged view of the registered images and SVPs from a 
single volume is shown in Fig. 9 along with a combined color encoded depth image of the 
vasculature. 
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Fig. 8. Registration result from subject 1. Two X-fast and two Y-fast data sets were acquired. 
The original SVPs for each of the 3 main vessel layers are shown in the 4 left columns. The 
right most column shows results of image registration for each of the 3 layers. Each image 
covers a 2.5 × 2.5 mm scan area. 

 

Fig. 9. Enlarged view of images in Fig. 8 comparing the registered images to SVPs from a 
single volume. Motion artifacts are removed and visualization of the vasculature is enhanced in 
the registered images. A color encoded depth image is shown on the right, combining 
information from the registered images of the 3 vessel layers. Red indicates more superficial 
vessels while blue indicates deeper vessels. 

After processing, the streak artifacts apparent in the raw image volumes were no longer 
present, and vessel visualization throughout the image was enhanced in the registered, motion 
corrected images. Differences in the vasculature of the different layers are apparent, with 
capillary beds prominent in the layers surrounding the INL and larger vessels present in the 
GCL + IPL. The distinct vasculature of both the superficial and the deep capillary plexuses 
was also observed. To demonstrate the robustness of the algorithm in operating on data from 
different subjects, data from a second volunteer imaged at an area nasal to the fovea is 
illustrated in Fig. 10. A total of three X-fast and three Y-fast data sets were acquired, and the 
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original variance images as well as the results of the motion correction are shown. The 
expanded view in Fig. 11 shows the improvements in vasculature visualization gained from 
Gabor filtering and motion artifact correction. Once again, the distinct vasculature from the 3 
main vessel beds can be observed and are also shown in a color encoded depth image. 

 

Fig. 10. Registration results of a second subject from a region nasal to the fovea. Three x-fast 
and three y-fast data sets were acquired. Each image covers a 2.5 × 2.5 mm scan area. 

 

Fig. 11. Enlarged view of images in Fig. 10 comparing the registered images to SVPs from a 
single volume. A color encoded depth image is shown on the right combining information from 
the 3 registered images. 

5.2 Automated widefield mosaic generation 

To demonstrate the ability to perform automated widefield mosaicing, data sets from a 
volunteer were acquired over 12 different regions of the retina. At each location, two X-fast 
and two Y-fast data sets were recorded. After segmentation, SVPs from each retinal layer 
were created, and the image registration algorithm of Section 3 was performed. The widefield 
mosaic algorithm from Section 4 was executed on the motion corrected SVPs from the GCL + 
IPL. Each of the 12 motion corrected images is shown in Fig. 12 along with the result of the 
automated mosaic algorithm. The method correctly placed each of the individual images and 
showed good registration among the overlapping vessels. Representative B-scans from 3 
different volumes are displayed for reference. The transform parameters of the GCL + IPL 
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layer were then applied to the motion corrected images from the INL junctions to generate 
mosaics of the superficial and deep capillary plexuses in Fig. 13 and Fig. 14, respectively. The 
mosaics cover approximately a 6 × 4 mm field of view, showing the major vessels and 
capillaries over a large area as well as the differences between each of the 3 main vasculature 
beds of the inner retina. A color encoded depth image combining information from each 
vascular bed mosaic is shown in Fig. 15. 

6. Discussion 

The results described in this paper have demonstrated the ability to segment retinal data to 
perform layer specific angiography using speckle variance OCT. The proposed motion 
correction algorithm has been demonstrated to give good results for creating motion-free 
composite images from multiple volumes of data and can also be used to generate widefield 
visualization of the vasculature. 

One of the key processing steps in the algorithm is the application of Gabor filters to 
enhance the appearance of the vessels in the SVPs. Applying the Gabor filter causes 
additional smoothing of the vessel edges that may cause vessels to appear larger than their 
actual size. However, the aberrations in the eye already provide a limiting factor on the lateral 
resolution. While variance processing methods in OCT are able to visualize the location of 
capillary structures, this does not imply that their size is accurately represented. Retinal 
capillaries are approximately 5 µm in diameter, yet due to the resolution limitations of the 
optics of the eye, the lateral resolution of standard OCT retinal systems is 10-20 µm. Vessels 
with a diameter smaller than the lateral resolution will appear to be blurred to the beam spot 
size. Thus, the use of Gabor filtering is not likely the limiting factor in image resolution. 
Measuring the exact capillary dimensions is not possible without the use of adaptive optics 
[43]. However, the presence of the capillaries may still be detecting using variance based 
processing if the sampling density is sufficiently high for each B-scan. By oversampling with 
a high number of A-scans, image pixels containing even small blood vessels will show a 
higher variance due to the presence of moving scatterers within each image voxel. 

 

Fig. 12. Automated widefield mosaic showing vasculature of the ganglion cell plexus as 
generated from segmentation of the GCL + IPL. The individual motion corrected images are 
shown on the left. Representative B-scans from different volumes are shown corresponding to 
the dashed lines on the widefield mosaic. The nasal retina is on the left side of the mosaic, 
temporal on the right. The widefield image spans approximately a 6 × 4mm field of view. 
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Fig. 13. Widefield mosaic of retinal layers showing vasculature of the superficial capillary 
plexus based on the segmentation of the IPL-INL junction. The individual motion corrected 
images are shown on the left. The nasal retina is on the left side of the mosaic, temporal on the 
right. 

 

Fig. 14. Widefield mosaic of retinal layers showing vasculature of the deep capillary plexus 
based on the segmentation of the INL-OPL junction. The individual motion corrected images 
are shown on the left. The nasal retina is on the left side of the mosaic, temporal on the right. 
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Fig. 15. Widefield mosaic of retinal layers showing a color encoded depth image of the 
widefield mosaic with information from the registered mosaics of the 3 main vessel layers. Red 
indicates superficial vessels while blue indicates deeper vessels. The individual, color encoded 
depth, motion corrected images are shown on the left. The nasal retina is on the left side of the 
mosaic, temporal on the right. 

For detecting motion in the variance SVPs, a threshold of 2.5 times the mean variance 
over all B-scans was used to detect B-scans that were affected by patient motion. This value 
was chosen empirically based on data acquired from the 2 subjects presented here. Though the 
threshold value worked well for detecting motion in the data from this report, an optimal 
threshold value may be determined if a larger set of subjects were to be analyzed. As signal 
from the vasculature also produces a high variance, and it may be possible for B-scans 
containing large vessels oriented parallel to the fast scan axis to be falsely identified as being 
affected by motion if the vessel spanned much of the length of a given B-scan. However, 
vessels typically possess some level of curvature that would cause a B-scan to partially bisect 
only a segment of the vessel. Thus, it would be expected that false positives due to large 
vasculature would be minimally present in most cases. 

Imaging subjects with poor fixation ability may pose a problem. The motion correction 
method described here requires that subjects be able to re-fixate upon a target after any motion 
event. This allows multiple data sets to be acquired over the same retinal region, however, a 
subject who is unable to consistently focus or rapidly refocus would prevent the necessary 
data from being acquired. 

The A-scan spacing used in our acquisition protocol was 8.3 µm in both x and y 
dimensions. While this sampling density is still larger than the diameter of capillary 
structures, the presence of microvessels within a given image voxel was still sufficient to 
cause detectable differences in the intensity variance compared to voxels lacking vasculature. 
Scanning a smaller area would allow for denser sampling to enhance detection of capillary 
vessels. However, the field of view would be reduced. Visualization of a wide area over the 
retinal surface is important because pathologies may affect specific retinal regions while 
leaving other areas appearing normal. Thus, there is a trade-off in imaging a larger field of 
view for a single volume while still trying to maintain a high sampling density for capillary 
visualization. Use of the widefield mosaic algorithm could offer a method to increase the field 
of view by acquiring densely sampled volumes to enhance the detection of microvessels. 

In certain areas of the motion corrected images, the connectivity of the smaller vessels 
may be difficult to observe. This artifact may be due to insufficient sampling of the vessel 
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network. Increasing the A-scan sampling rate as well as the lateral resolution of the system 
would improve visualization of these vessels; however, this would come at a cost to either the 
field of view or an increase in imaging time. 

The larger vessels in the retina are expected to lie in the GCL + IPL with smaller vessels 
feeding into the superficial and deep capillary plexuses. The superficial capillary plexus 
region was defined to be 16 µm above the detected anterior boundary of the INL. However, in 
some cases, the larger vessels appeared to enter into this region, as can be seen from the 
yellow coloring of some of the major vessels in Fig. 15. This may indicate that the superficial 
capillary plexus either varies in width over the retinal surface or is thinner than the 16 µm 
region chosen to capture the vessels about the INL. 

The image transform parameters for registration of the GCL + IPL images were directly 
applied to the registration of the IPL-INL and INL-OPL images. It was assumed that the 
acquisition rate of an A-scan was instantaneous relative to the time of a B-scan. However, 
slight registration artifacts may still manifest in the images of the vasculature IPL-INL and 
INL-OPL, which may indicate that an additional correction factor is necessary. It is possible 
that a direct application of the image transform parameters from the GCL + IPL image is not 
the most optimal solution for all layers. 

Use of orthogonal scan patterns in this work was motivated by the observation that 
multiple volumes scanned along the same axis from the same retinal area do not always 
guarantee that motion artifacts will be randomly distributed from one volume to the next. It is 
possible that regularly occurring events may cause the subject to move at the same point in 
each volume. For example, when fixating during imaging, subjects are still able to see the 
scanning sample beam before it is incident on the fovea using peripheral vision. As the 
scanning beam passes near the periphery of the fovea, many subjects tend to temporarily shift 
their fixation to the location of the moving beam, thus causing a motion artifact that is 
reproduced in successive volumes. These consistent motion artifacts would prevent correction 
of motion at that location and motivated acquisition of both X- and Y-fast scans. 

The computation time of the registration algorithm in Section 3 for registering data from 4 
volumes was 3.5 minutes using a Pentium i5 2.8 GHz single core processor in Matlab®. 
Generation of the widefield mosaic from 12 motion-corrected images required an additional 
14 minutes of processing time. It may be possible to optimize the algorithm and implement 
parallel processing to increase the speed of the registration. However, this does not include the 
time to process and segment the data sets after acquisition, which increases the amount of 
time before useful data can be presented. For clinical use, it would be desirable to reduce the 
processing time for the entire process. Use of graphics processing units (GPU) have shown 
much promise for increasing the rate of data processing [44,45] and can assist in making this 
method useful for immediate analysis of data in the clinic. 

Improved image acquisition protocols may be used to optimize data collection for 
widefield mosaicing. It may be possible to mosaic image with less overlap than was used in 
this study, if the more accurate (yet more computationally expensive) multi-frame joint image 
registration algorithms are utilized [46–48]. By increasing the distance between retinal 
locations imaged, total imaging time per subject may be reduced or a wider field may be 
imaged. 

Imaging about the peripapillary region would pose additional difficulty with our method. 
Segmenting the retina near the optic nerve is difficult, as the distinct retinal layers narrow and 
appear to merge together as they approach the nerve head. This would prevent accurate 
separate of the different vascular layers. Additionally, the presence of large blood vessels 
would cause shadowing of deeper retinal layers regions beneath the large vessel, thus 
preventing detection of the deeper vasculature. Thus, it would be difficult to create segmented 
vascular maps of the distinct retinal layers. However, the presented method of global and local 
registration should still be applicable if properly segmented and clearly detected vessel maps 
could be generated. 

Although speckle variance OCT was used in this study, the motion correction algorithm 
operates on the projection images of the vasculature. Thus, other OCT techniques used to 
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create angiograms, such as phase variance or power Doppler methods, may also be used with 
this method of motion removal. 

7. Conclusion 

We have demonstrated an automated post-processing method to correct for motion artifacts 
and generate widefield mosaics in speckle variance OCT images with layer specific 
visualization of the retinal vasculature. We created motion-free composite images from 
multiple orthogonally scanned volumes using a non-rigid free form deformation technique to 
correct for image warping between volumes. We have shown the ability to visualize the 3 
distinct vascular layers in the inner retina as well as the ability to automatically generate 
widefield mosaic images of the retinal vasculature from multiple volumes acquired over 
different regions of the retina. This method may help improve the clinical viability of OCT by 
enhancing the ability to visualize and diagnose diseases of the retinal vasculature. 
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